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Kisski: Training Platform 
Introduction to Deep Learning Workflows on Kisski Infrastructure
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Look this up

https://www.youtube.com/playlist?
list=PLvcoSsXFNRblM4AG5PZwY1AfYE

W3EbD9O


1. 30 Minute Step-by-step  
Youtube Tutorial 

GWDG -> Playlist 
-> Deep learning workflow on a 

GPU cluster

2. Example DL 
Code Repository

https://gitlab-ce.gwdg.de/dmuelle3/
deep-learning-with-gpu-cores 

3. GPU + Slurm 
Documentation

https://www.hlrn.de/doc/display/PUB/
GPU+Usage 

Helpful recipes for 
similar use cases!

4. Cluster concepts

https://gitlab-ce.gwdg.de/hpc-team-public/science-
domains-blog/-/blob/main/20230417_cluster-practical.md


“What scientist should know to 
efficiently 

use the Scientific Computing 
Cluster”
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What we’ll cover 
Setup 
- Getting a user account

- Connecting to the cluster

2

1

Kisski Training Platform Setup 
- Cluster Orientation + data perspective

- Loading DL environments

3 Running Code with Slurm 

4 Q&A 

- Interactive working 

- Scheduling longer jobs
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1. How to get access
Kisski website:  1

Service catalogue/ 
Leistungskatalog 

Select: 
Computing Resources/ 
Rechenressourcen
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Click: Book, 
you will be 
asked to login 
with Academic 
ID



1. How to get access
3 Make an IDM account if needed (follow the steps) at https://idm.gwdg.de

4 Fill out: 
 
Project Information  
+ which resources you need

5 Wait… ☕  
until you have been  
granted resources 
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https://idm.gwdg.de


1. How to get access
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6 Save your credentials from the mail you get 
 
- the project 
- your user name 



1. How to get access
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Make an ssh key. Upload  
under https://id.academiccloud.de  
under “Security” (left bar), scroll down:

8 Log in!

Example: In .ssh/config 

$ssh kisski

https://id.academiccloud.de


What we’ll cover 
Setup 
- Getting a user account

- Connecting to the cluster
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Kisski Training Platform Setup 
- Cluster Orientation + data perspective

- Loading DL environments

3 Running Code with Slurm 

4 Q&A 

- Interactive working 

- Scheduling longer jobs
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2. Setup
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Storage

user

frontend  
 

$PROJECT

$HOME

S3 buckets

Compute Nodes

User Side

ssh
switches

gateway 
nodes 

compute 
nodes 

Login

(fast) Omni-Path

(slow) Ethernet

glogin9

1 We are here.

All members!

You only!

2 Put data here.

Kisski  
nodes!

3 Run you programme here.



2. Setup
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larch

xi

classification 
predict tree species  
given LiDAR scan of 
the tree 

Model

tree photo
yi corresponding tree species 

tree species classification 
Our Use Case 

Data

Aim

Example DL 
Code Repository

https://gitlab-ce.gwdg.de/dmuelle3/
deep-learning-with-gpu-cores 

Try this out at home :-)

https://gitlab-ce.gwdg.de/dmuelle3/deep-learning-with-gpu-cores
https://gitlab-ce.gwdg.de/dmuelle3/deep-learning-with-gpu-cores


What we’ll cover 
Setup 
- Getting a user account

- Connecting to the cluster

2

1

Kisski Training Platform Setup 
- Cluster Orientation + data perspective

- Loading DL environments

3 Running Code with Slurm 

4 Q&A 

- Interactive working 

- Scheduling longer jobs
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3. Running Code
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Storage

user

frontend  
 

$PROJECT

$HOME

S3 buckets

Compute Nodes

User Side

ssh
switches

gateway 
nodes 

compute 
nodes 

Login

(fast) Omni-Path

(slow) Ethernet

glogin9

1 We are here.

All members!

You only!

2 Put data here.

Kisski  
nodes!

3 Run you programme here.
Use Slurm  

Scheduler (playing 
Tetris what gets run 
where & when) 

sinfo | srun |  sbatch



3. Example Script
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$sbatch submit_train.sh



What we have covered
Setup 
- Getting a user account

- Connecting to the cluster
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1

Kisski Training Platform Setup 
- Cluster Orientation + data perspective

- Loading DL environments

3 Running Code with Slurm 

4 Q&A 

- Interactive working 

- Scheduling longer jobs
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Monitoring
Basic GPU ideas: What to monitor?
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CPU GPU

1 Start the program.  
Define the network. 2 Copy model. 

3 Copy data. 

“Host” = primary processor 
that manages the copying 
and controls the GPU

4 Compute 
in threads. 

5 Copy result back. 

Computation is done 
in a kernel function that is  
executed in parallel  
simultaneously among  
many threads. 

=> Size (GB) matters!

=> Bandwidth matters!
=> Make sure to compute a lot, 
not only copy a lot!


